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Beyond Expected Utility: Rethinking Behavioral Decision Research

Deborah Frisch and Robert T. Clemen

Much research in psychology has evaluated the quality of people's decisions by comparisons with
subjective expected utility (SEU) theory. This article suggests that typical arguments made for the
status of utility theory as normative do not justify its use by psychologists as a standard by which to
evaluate decision quality. It is argued that to evaluate decision quality, researchers need to identify
those decision processes that tend to lead to desirable outcomes. It is contended that a good decision-
making process must be concerned with how (and whether) decision makers evaluate potential con-
sequences of decisions, the extent to which they accurately identify all relevant consequences, and
the way in which they make final choices. Research that bears on these issues is reviewed.

A central goal of behavioral decision research is to evaluate
the quality of people's decisions. The most widely used method
of making such an evaluation of quality is to compare people's
decisions with a normative model of rational decision making.
Naturally, the choice of a specific normative model against
which to compare human behavior is crucial in defining the
nature of the behavioral research that is done. Few such models
are available to behavioral decision researchers, the most prom-
inent being expected utility theory and its close cousin, subjec-
tive expected utility (SEU).

Initially developed by von Neumann and Morgenstern
(1947), expected utility theory begins with a set of axioms relat-
ing to an individual's preferences among gambles. The essence
of utility theory is a mathematical proof that shows that if a
person's preferences conform to the axioms, then two impor-
tant consequences follow. First, one can infer the person's values
(known as a utility function) from observing her or his choices.
Second, this person's choices can be described as if she or he
were following a decision rule of maximizing expected utility
(in which "expected" is used in the usual probability-theory
sense to indicate a probability-weighted average). The axioms
that underlie utility theory include such notions as connectivity
(the ability to compare gambles in terms of preference), transi-
tivity of preferences (if A is preferred to B, which in turn is
preferred to C, then A must be preferred to C), and indepen-
dence (roughly, if A is preferred to B, then a p chance at A is
preferred to a p chance at B).

In their book, von Neumann and Morganstern (1947) as-
sumed that the probabilities of uncertain events were given.
Savage (1954) developed SEU by modifying and extending ex-
pected utility theory to circumstances in which probabilities
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are not given. SEU arrives at the same maximum-expected-
utility decision rule, except that the probabilities are the deci-
sion maker's personal or subjective probabilities for uncertain
outcomes. For a more complete description of both expected
utility and SEU, see von Winterfeldt and Edwards (1986).

It is useful to distinguish three different interpretations of the
axioms of utility theory. These interpretations correspond to
different roles the theory has played in research on decision
making. First, the axioms can be interpreted as guidelines about
the choices a fully rational person should make. This is the nor-
mative interpretation, which has resulted in elaboration of the
SEU model (Fishburn, 1988; Keeney & Raiffa, 1976) and the
development of generalized utility theories (Machina, 1982).
This leads to the second interpretation, whereby the axioms can
be used as tools for measuring or assessing people's beliefs and
values (von Winterfeldt & Edwards, 1986). That is, if one as-
sumes the validity of the axioms, then one can construct proba-
bility functions (which represent a person's beliefs) and utility
functions (which represent values). This interpretation provides
the basis for decision-analysis applications of SEU.

Finally, the axioms can be interpreted as hypotheses about
the pattern of choices people actually make (descriptive inter-
pretation). This interpretation leads to empirical research test-
ing the validity of the axioms, which involves constructing sets
of choices such that the axioms imply a certain pattern of
choices. Typically, this is of the form "If you choose Option A
in Situation 1, then the axioms imply that you should choose
the corresponding Option A' in Situation 2"). This has been the
prevailing paradigm for much of behavioral decision research
in the past.

In the past four decades of behavioral decision research, SEU
theory (or the slightly less general expected utility theory1) has
typically been the model of rational decision making against
which human decision behavior has been compared. A great
deal of evidence has been compiled demonstrating that people's
choices deviate systematically from the model, whether the is-
sue has been subjective judgment of uncertainty or choices

1 In this article, we are concerned specifically with subjective expected
utility. For convenience, however, we occasionally use the term utility
theory as a synonym for subjective expected utility.
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among alternatives. The predominant interpretation of these
findings is that people fail to conform to the normative model as
a result of various cognitive limitations (for reviews, see Baron,
1988; Dawes, 1988).

The use of utility theory as a standard for evaluating the qual-
ity of decisions has generated several productive lines of re-
search. First, the fact that choices systematically deviate from
utility theory has led researchers to develop alternative models
that provide a more accurate description of people's choices
(e.g., Bell, 1982; Fishburn, 1988; Kahneman & Tversky, 1979;
Loomes&Sugden, 1982; Lopes, 1987;Machina, 1982; Tversky
& Kahneman, 1992). There has also been a great deal of re-
search attempting to describe the cognitive processes involved
in decision making that give rise to these violations (Payne, Bett-
man, & Johnson, 1992). Finally, some researchers have argued
that people can and should be trained to conform to utility the-
ory. On the basis of the normative model (what one ought to
do) and the descriptive violations of it (what one actually does),
prescriptive techniques can be developed to bring the "actual
closer to the ideal" (Kleinmuntz, 1991). This is the view explic-
itly endorsed by many psychologists and practicing decision an-
alysts (Baron, 1988; Bell, Raiffa,& Tversky, 1988; Kleinmuntz,
1991).

Thus, the use of utility theory as a standard for evaluating
the quality of decisions has generated a great deal of empirical
research examining how people make decisions and some prac-
tical advice for improving decisions. The purpose of this article
is to examine critically the extent to which utility theory pro-
vides an adequate standard by which to evaluate decision qual-
ity. Our thesis is that utility theory, as it is typically used to pro-
vide guidance for behavioral decision research, is not adequate
either as a description of how decisions are made or as a stan-
dard of good decision-making behavior.

We are not the first authors to critique the use of utility theory
as a standard of decision making (e.g., see Hastie, 1991; Lopes,
1981). However, our approach differs from other critiques of
utility theory in two important ways. First, whereas most other
critics have questioned particular assumptions of utility theory,
we argue that utility theory is not the right type of model for
psychologists interested either in describing people's decisions
or in prescribing how people might make better decisions. Sec-
ond, some critics have suggested that psychological research on
decision making should describe people's behavior and should
not attempt to evaluate the quality of decisions. In contrast, we
believe that a useful research strategy is to compare people's
behavior with a standard. An agreed-on standard of decision
making leads to a coherent research agenda and provides a way
to organize empirical findings (Hastie, 1991). Moreover, this re-
search strategy allows for the possibility that one's empirical
research can lead to practical applications. By discovering ways
that people go astray in decision making, one not only gains
insight into psychological processes but also has a chance of
improving decision making. For this reason, an important goal
of this article is to develop a new framework for evaluating deci-
sion quality.

The remainder of the article is organized into three sections.
First, we review the arguments that are typically used to justify
the use of utility theory as a standard of decision making. We
argue that utility theory is not an adequate model for psycholo-

gists, either for providing a standard for evaluating the quality
of decisions or for describing how people make decisions. Sec-
ond, we propose an alternative framework for defining good de-
cision making. We show how this framework generates a variety
of new empirical questions, providing a new and insightful way
to organize some recent behavioral research in decision making.
Finally, we discuss the relationship between our framework and
other approaches to decision making.

Descriptive and Normative Functions of SEU

As described earlier, SEU theory is meant to provide a nor-
mative guide for an individual decision maker. However, Savage
(1954) originally proposed this theory as both descriptively ac-
curate and normatively compelling. In what sense could utility
theory be a descriptive model of decision making? If the axioms
were empirically true, then one could describe a person's be-
havior as if the rule of maximizing SEU was being followed.
This sense in which utility theory could be descriptively accu-
rate is very narrow. At best, the model would provide a descrip-
tion of the patterns of choices people make. It would not de-
scribe the psychological processes involved in decision making.
It would not, for example, distinguish situations in which one
consciously chose an option from situations in which one acted
out of habit or impulsiveness. However, we suspect that most
psychologists believe that a descriptive model should describe
the psychological processes involved in decision making. If this
is the case, then the sense in which utility theory might be de-
scriptive is quite different from what most psychologists want
from a descriptive theory of decision making.

Of course, even though Savage (1954) did not intend for uti-
lity theory to describe the psychological processes involved in
decision making, it is possible (although rarely done) to inter-
pret the theory as a process model. Specifically, one might in-
terpret SEU as postulating that people assess probabilities and
utilities, compute expected utility, and choose the option with
the highest expected utility. If one wanted to test the process
interpretation of utility theory, then presumably one would
want to determine whether subjects behaved in the prescribed
manner. However, this is not the type of research that is typically
conducted by behavioral decision researchers. In general, tests
of utility theory examine whether people's choices conform to
the axioms of the theory. Subjects are presented with hypothet-
ical decision scenarios and are asked to make a choice. These
scenarios are usually constructed such that the axioms of utility
theory require a certain pattern of choices (Frisch, 1993). If the
pattern of choices observed is inconsistent with utility theory,
then the study is considered to be evidence against the empirical
validity of the theory. It is clear, however, that such evidence
primarily addresses SEU's adequacy as an as-if model and says
little about its adequacy as a process model.

There has been some research examining the extent to which
people make decisions consistent with the process interpreta-
tion of SEU. Furby and Beyth-Marom (1991) described a model
of the decision-making process based on SEU and organized
research on adolescent risk taking within that framework. They
concluded that existing studies on adolescent decision making
do not provide conclusive evidence about whether adolescents'
decisions are consistent with the model. Janz and Becker (1984)
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reviewed a large body of research on the health belief model
(HBM), a model of decisions about compliance with various
preventive-health behaviors (e.g., regular physical activity) and
sick-role behaviors (e.g., taking one's medication). Janz and
Becker (1984) concluded that the HBM, which is conceptually
very similar to SEU, provides a reasonably good predictive
model of the extent to which people will engage in health-re-
lated behaviors.

Even if utility theory is interpreted as being descriptive of the
psychological processes involved in decision making, many re-
searchers (e.g., Baron, 1988; Hastie, 1991) have noted that it
describes only a very small part of the process. Specifically,
utility theory describes how one makes a decision once it is
structured but does not describe how one generates options, de-
termines which consequences to consider, or identifies the rele-
vant risks. Decision analysts refer to this as the "up-front" or
"structuring" part of the decision-making process, and in prac-
tice it is often the most important and difficult part of a decision
(e.g., see Clemen, 1991; Keeney, 1992; Pollster, 1991; or von
Winterfeldt & Edwards, 1986).

Thus, when researchers say that utility theory fails descrip-
tively, they mean that there are conditions under which the axi-
oms are violated. The fact that people violate the axioms of
utility theory obscures the more important point that, in prin-
ciple, utility theory is not the type of descriptive theory psychol-
ogists need. Indeed, many researchers have ignored utility the-
ory and instead have attempted to describe the processes in-
volved in decision making (see Payne, Bettman, & Johnson,
1992, for a review).

Similar problems arise when one examines the sense in which
utility theory could be a standard for evaluating the quality of
people's decisions. Two types of arguments are typically used to
justify utility theory as a normative model. The logical argu-
ment starts with a set of seemingly intuitive, uncontroversial
axioms and logically derives a specific decision rule. If one ac-
cepts the axioms, then one is compelled to accept the conclu-
sion. Savage (1954) described this quite clearly:

In what sense is this theory normative? It is intended that a reflec-
tive person who finds himself about to behave in conflict with the
theory will reconsider.... To use the preference theory is to search
for incoherence among potential decisions, of which you, the user
of the theory, must then revise one or more. The theory itself does
not say which way back to coherence is to be chosen, and presum-
ably should not be expected to. (p. 308)

Thus, violations of SEU imply internal inconsistency. Other au-
thors have shown that if one's preferences are inconsistent with
SEU, then one is susceptible (in principle) to exploitation by
more rational decision makers. This is known as the coherence
argument, which consists of a demonstration that violations of
the rule can lead to undesirable consequences in which the de-
cision maker is subject to a sure loss (e.g., see Bunn, 1984, chap.
2, for examples of money pumps and Dutch books).

Thus, SEU theory is normative in the following sense: If one
accepts the axioms, then, to be internally consistent, one's
choices must conform to the rule of maximizing expected
utility. Debate about the normative status of SEU theory has
questioned whether one should, in fact, accept the axioms
(Shafer, 1986; Slovic & Tversky, 1974). This debate has ob-
scured the fact that even if one accepts the axioms, utility theory

is normative in a very narrow sense. If people conform to utility
theory, their decisions are internally consistent. It is not clear,
however, that internal consistency (i.e., consistency with the ax-
ioms of utility theory) is either a necessary or a sufficient crite-
rion for good decision making.

Several researchers have questioned whether conformity to
the axioms of utility theory is a necessary component of good
decision making. For example, some researchers, such as Lopes
(1981), have objected to the particular rule of maximizing ex-
pected utility. Lopes argued that a normative model should not
require maximization but should acknowledge the fact that
people have other legitimate goals in decisions (e.g., security).
Similarly, Loomes and Sugden (1982) claimed that the axioms
of utility theory "constitute an excessively restrictive definition
of rational behavior" (p. 823).

There is another objection to the claim that conformity to
the axioms is a necessary component of good decisions. Some
researchers have argued that the specific assumptions of utility
theory are not normatively compelling (Allais, 1953; Ellsberg,
1961; Frisch & Jones, 1993; Machina, 1989; Slovic & Tversky,
1974). For example, consider the "framing effect" phenome-
non, which refers to the finding that people's choices sometimes
vary as a function of how a situation is described or framed
(Kahneman & Tversky, 1984). The framing effect is one of the
most serious violations of utility theory that has been demon-
strated. However, there is some empirical evidence demonstrat-
ing that frame can influence people's experience of the outcome
of decisions (Levin & Gaeth, 1988). For example, Levin and
Gaeth (1988) demonstrated that subjects who ate ground beef
described as "75% lean" reported a more favorable experience
than subjects who ate the same ground beef described as "25%
fat." If framing influences one's experience of the consequences
of a decision, then it seems reasonable for one's decision to vary
as a function of frame (see Bell et al., 1988; Frisch & Jones,
1993; Kahneman & Tversky, 1984). Thus, conformity to the
axioms of utility theory might not be a necessary component of
good decision making.2

A more serious problem is that utility theory does not pro-
vide a sufficient standard of good decision making. Imagine that
empirical research had demonstrated that people's choices do
conform to the axioms of utility theory. Would researchers con-
clude that people are making the best possible decisions for
themselves? Would such a finding imply that the outcomes of
people's decisions are desirable? We think not. Even if people
conform to utility theory, they may be doing a poor job of spec-
ifying the uncertainties they face or understanding the conse-
quences of their actions, for example. In fact, there may be
many ways in which an expected utility maximizer might im-

2 This example need not be interpreted as evidence against the nor-
mative status of the axioms of utility theory. One might argue that "eat-
ing beef described as 75% lean" is a different event than "eating beef
described as 25% fat." More generally, any apparent violation of the
axioms of utility theory can be explained by arguing that the conse-
quences were actually different in the two cases. However, if one makes
this argument, the theory quickly becomes one that requires situation-
specific definitions of preferences. Thus, the theory loses much of its
explanatory and predictive value (see Machina, 1989, for a detailed dis-
cussion of this issue).
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prove his or her overall decision process. Kahneman and Snell
(1992) made a similar point by distinguishing between "deci-
sion utility," which is inferred from a person's choices, and "ex-
perience utility," which refers to the person's actual experience
of the consequences. In Kahneman and Snell's (1992) termi-
nology, we are claiming that a person who maximizes decision
utility is not necessarily maximizing experience utility.

From our perspective, a standard of decision making provides
guidelines about how one should make decisions so as to bal-
ance the desirability of outcomes against the chance of obtain-
ing them. Again, one might interpret SEU as stating that "the
process of decision making that balances desirability and likeli-
hood of outcomes involves assessing probabilities and utilities
and then combining them to make a choice." In fact, we do
believe that this interpretation provides a starting point for a
model of a good decision-making process. The reasons, how-
ever, have nothing to do with internal consistency or the com-
pellingness of the axioms. Rather, we believe that SEU is justi-
fied as a starting point because it does provide a way to achieve
a balance once desirability and likelihood of consequences have
been determined.

In summary, there has been much debate about whether the
axioms of utility theory are descriptively valid and whether they
are normatively compelling. Our point is that even if the axioms
are accurate and even if researchers agree that they are norma-
tively compelling, many unanswered questions remain about
how people make decisions and whether they make good deci-
sions. Whether one is interested in describing the way people
actually make decisions or in prescribing how people can make
better decisions, one needs a process model of decision making.
Clearly, utility theory is not (nor was it intended to be) descrip-
tive of the decision-making process and does not provide an ad-
equate standard for this process.

An Alternative Framework

We have argued that utility theory is not an adequate stan-
dard for researchers interested in evaluating the quality of deci-
sions. In contrast, we have suggested that an adequate standard
would define the components of a good decision-making pro-
cess. How would one go about developing and justifying a model
of a good decision-making process? In this section, we propose
the foundations of such a model and describe the methods one
would use to justify it. Our approach is based on the idea that
decision outcomes should be used to define a model of a good
decision-making process.

Of course, as decision researchers often note, the desirability
of the outcome of a particular decision does not provide con-
clusive evidence about the quality of that decision. Good deci-
sions can lead to bad outcomes as a result of uncertainty in the
environment. In the case of uncertainty, we postulate that good
decision-making processes tend (on average) to lead to more de-
sirable outcomes than do poor decision-making processes.
Thus, one could empirically derive a model of a good decision-
making process by comparing many decisions with positive and
negative outcomes and identifying systematic differences.

In this section, we describe the foundations of such a model
and the empirical questions that arise from it. In our view, there
are two classes of empirical questions that should be addressed

about each stage of the decision-making process. The first ques-
tion is whether, in fact, a particular component is associated
with positive outcomes. The second question examines the ex-
tent to which people actually engage in each process. We discuss
how some recent research in decision making provides partial
answers to these questions. We also highlight several important
empirical questions that remain relatively unexplored.

We begin with three basic features that, we propose, must be
a part of good decision making. A good decision should (a) be
based on the relevant consequences of the different options (con-
sequentialism), (b) be based on an accurate assessment of the
world and a consideration of all relevant consequences (thor-
ough structuring), and (c) make trade-offs of some form (com-
pensatory decision rule). We argue that these three components
are important in the sense that they help the decision maker
achieve better outcomes.

Consequentialism

The first component of a good decision is that one should
choose a course of action on the basis of the expected conse-
quences of different actions.3 That is, consequentialist decision
strategies are preferable to nonconsequentialist ones. This
claim is based on the notion that, to achieve a balance between
the desirability and likelihood of outcomes, one's decision pro-
cess should focus explicitly on the consequences of different ac-
tions.

It is useful to distinguish two related empirical questions one
might ask about consequentialism. The first question is whether
a decision is actually based on a consideration of the desirability
and likelihood of outcomes. This is a question about the deci-
sion-making process. As Dawes (1988) noted, decisions can be
made on the basis of a variety of nonconsequentialist argu-
ments, including habit, tradition, and imitation. The second
question is whether a decision is consistent with one's assess-
ments of the desirability of outcomes. Common sense suggests
that there are situations in which a person's choices do not re-
flect these assessments. For example, imagine that a person has
a $ 1,000 balance on his or her VISA card and pays 17% annual
interest. Imagine that this person also has $2,000 in a savings
account earning 4% interest. From the perspective of utility the-
ory, one would conclude that the utility to this person from hav-
ing money in a savings account (e.g., feelings of security) out-
weighed the cost of paying the high interest on the VISA bill.
Our claim is that this is possible but is not necessary. That is, it
is an empirical question whether and when people's choices re-
flect their assessments of the desirability of different outcomes.
In this situation, it is possible, for example, that the person de-
veloped the habit of having a debt on the VISA bill when he or
she had little money in savings or when the interest rate on sav-
ings was much higher. Thus, the current decision might be

3 The term consequentialism has slightly different meanings in
different contexts. Here, we use the term informally and without a pre-
cise definition to refer to a decision strategy in which the choice of an
option is based on one's evaluation of its expected consequences. We
mean to contrast this approach with decision strategies in which the
choice of an option is based on other kinds of (possibly nonevaluative)
behavior such as imitation of peers or habit.
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based on (a no longer justified) habit and not on a careful con-
sideration of the consequences.

Neither of these issues comes up in discussions of typical nor-
mative models such as SEU theory. Because SEU is an as-if
model, it is irrelevant (in fact meaningless) to talk about
whether people actually base decisions on future consequences
(Becker, 1976). The typical approach also assumes that people's
choices reflect their assessments of the likelihood and desirabil-
ity of outcomes. Because preferences (i.e., assessments of the
desirability of outcomes) are inferred from observed choices, it
does not make sense to say that choices are inconsistent with
preferences.

From our perspective, there are two basic empirical questions
about consequentialism. First, to what extent and under what
conditions do people make decisions on the basis of an assess-
ment of the likelihood and desirability of different possible out-
comes? Second, are decisions always consistent with the deci-
sion maker's assessments of the desirability of outcomes?

Recent research by Tversky and Shafir (1992) suggests that
people sometimes base decisions on reasons that are nonconse-
quentialist. Subjects were asked whether they would like to
spend a vacation in Hawaii under a variety of conditions. Some
subjects who stated that they would want to spend a vacation in
Hawaii regardless of the outcome of an examination (pass or
fail) also stated that they would rather postpone the decision if
the outcome of the exam was unknown. Consequentialist rea-
soning would suggest that if a person prefers to go to Hawaii
whether she or he fails or passes, then she or he should prefer
to go when the outcome is unknown. Baron (1994) also has
described some empirical findings in which people's choices are
nonconsequentialist. In particular, he described findings in
which people's choices are inconsistent with their assessments
of the desirability of different outcomes.

Thus, there is evidence demonstrating that people sometimes
make decisions based on nonconsequentialist reasoning. There
are a variety of relatively unexplored empirical questions re-
lated to this issue. The most obvious and important empirical
question is "Under what conditions do people make decisions
on the basis of careful consequentialist thought, and when do
they make decisions using other types of decision rules?" Are
there individual differences in the extent to which consequen-
tialist decision rules are used? It is plausible to expect so. For
example, formal education and training might have an effect on
the use of consequentialist decision rules. Larrick, Morgan, and
Nisbett (1990) found that training in cost-benefit thinking
affected people's reasoning about everyday decisions. Does the
use of consequentialist decision rules vary across content do-
mains? A recent study of real-life decision making (Frisch,
Jones, & O'Brien, 1993) found that people were more likely to
use consequentialist strategies for professional decisions (e.g.,
career or education) than for personal decisions (e.g., intimate
relationships).

There are also a variety of empirical questions that can ex-
amine the validity of our claim that consequentialist decision
strategies are preferable to nonconsequentialist ones. Are peo-
ple more satisfied with decisions made using such strategies?
Are good outcomes associated with consequentialist strategies
and bad outcomes associated with nonconsequentialist ones?
Jones and Frisch (1993) have found evidence for an affirmative

answer. Subjects were asked to describe either good or bad out-
comes that had occurred in their lives. They were also asked to
describe the thinking that led to the outcomes. Consequentialist
thinking was reported more often by those subjects describing
good outcomes than by those describing bad outcomes.

Thus, there are many relatively unexplored empirical ques-
tions about the conditions under which people make decisions
based on consequentialist thinking and the extent to which this
type of thinking is associated with good outcomes. Although
these are basic questions about decision making, they do not
make sense from the perspective of utility theory. Utility theory
assumes that decisions reflect a person's beliefs about the likeli-
hood and desirability of possible consequences. Empirical tests
of utility theory (in any form) typically do not examine this
assumption but are designed to determine whether a decision
maker's choices are consistent, given the specific form of conse-
quentialism implicitly assumed in the theory.

Thorough Structuring

To make good decisions, it is not sufficient to think about the
consequences of one's actions; one must do so accurately and
thoroughly. The second component of a good decision is that
one should try to accurately anticipate the different possible
consequences of one's actions. To anticipate the consequences
of one's actions accurately, one must predict accurately both
what consequences will (or might) occur and how one will ex-
perience the different possible consequences. We use the term
structuring to refer to the process of identifying the possible ac-
tions one might take, identifying the different consequences of
one's actions, and assessing the likelihood and desirability of
those consequences. Thus, structuring a decision can be decom-
posed into (a) option generation, (b) belief structuring (deter-
mining what will or might happen as a result of different op-
tions), and (c) value structuring (determining the desirability of
the different possible consequences of different options).

How should one structure a decision? Much empirical re-
search is needed to clarify the aspects of structuring that are
most relevant to achieving good outcomes. We describe here
some basic issues involved with each of the three components.

Guidelines for generating options have been provided by Kel-
ler and Ho (1988), Keeney (1988, 1992), and Gregory and
Keeney (1992). An important point is that one should explicitly
consider and evaluate the consequences of more than one op-
tion. An implication of this claim is that when a decision in-
volves a choice between the status quo and some alternative, one
should view the status quo as an option. That is, it is an illusion
to think that one can "do nothing" or "not make a decision."
Maintaining the status quo should be viewed as an option that
has certain consequences, and that option should be examined
as carefully as any other option.

Belief structuring refers to anticipating the potential conse-
quences of one's actions and is necessary in decisions made un-
der both certainty and uncertainty. For example, imagine that
a person goes to a Chinese restaurant and orders the curry tofu.
Unfortunately, the curry tofu contains a large quantity of chili
peppers, which the person dislikes. We could characterize the
decision as a failure of belief structuring because the person
failed to accurately anticipate the consequences of the decision.
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In contrast, value structuring refers to determining the desir-
ability of consequences. If the individual in the previous exam-
ple had known that the curry tofu contained chili peppers but
had not realized that she or he disliked them, this would have
been a failure of value structuring. Value structuring requires
considerable thought and introspection about one's goals and
objectives. In some cases, it may be very difficult to anticipate
and evaluate consequences. Keeney (1992) provided some pre-
scriptive advice in this regard.

There are many empirical questions about how people struc-
ture decisions. How many options do people typically generate
in making a decision? When decisions involve a choice between
the status quo and a change, do people view the status quo as an
option and evaluate the consequences of maintaining the status
quo? Jones and Frisch (1993) found evidence that people think
differently about decisions that are framed as choices (e.g.,
Should I save my money or should I buy a bicycle?) as opposed
to those that are framed as opportunities (e.g., Should I buy a
bicycle?).

Are certain classes of consequences systematically ignored
(e.g., long-term consequences)? Are certain classes of conse-
quences overweighed (e.g., short-term emotional conse-
quences)? To what extent are surprising or unexpected conse-
quences due to a failure to predict accurately what will happen
versus a failure to predict accurately how one will experience
the consequence? Kahneman and his colleagues (Kahneman &
Snell, 1992; Varey & Kahneman, 1992) have recently begun to
examine the extent to which people accurately anticipate the
consequences of their actions. This research falls in the category
we call value structuring. They have identified several potential
areas in which people might make inaccurate predictions about
the desirability of outcomes. For example, subjects were not
very accurate in predicting the effect of repeated exposure to a
stimulus (e.g., yogurt) on the future desirability of that stimu-
lus.

Finally, how do people decide how much structuring to do
and when to stop? Do people tend to structure certain kinds of
decisions more carefully than others? Certainly some decisions
deserve more careful treatment in this respect than others.
What sort of advice can be given to help a decision maker man-
age the structuring process in this regard? Phillips (1984), for
example, denned the notion of a requisite decision model, one
that contains everything that is essential to solving the problem
but ignores nonessential issues. Sensitivity analysis often can be
used to determine what is essential and what is not (Clemen,
1991).

Although we have described some features that we think
should ideally characterize the structuring process, there is a
need for empirical research examining the aspects of structur-
ing that are associated with good versus bad outcomes. What is
the relationship between the number of options considered and
the quality of the outcome? To what extent can bad outcomes
be attributed to failures of belief or value structuring? Answer-
ing such questions will help to define aspects of good decision
making.

Compensatory Decision Rule
The third component of a good decision is that when one's

actions may have several different possible consequences, one

should attempt to make trade-offs. A decision should reflect the
desirability and likelihood of all of the different consequences
of different possible actions. We are not concerned here with the
particular rule used to make trade-offs. Rather, we wish to stress
the more general point that decisions based on compensatory
rules are preferable to those based on noncompensatory rules.

Why is a compensatory decision rule preferable to a noncom-
pensatory one? One argument is basically the same as that for
consequentialism and complete structuring: One is more likely
to achieve desirable outcomes if one's decisions reflect all of the
possible consequences of one's actions. Even authors who reject
the particular rule of maximizing SELF endorse some type of
compensatory decision rule (e.g., Lopes, 1990).

Empirical questions in regard to the compensatory decision
rule include the following: Under what conditions are compen-
satory decision rules used? When do people make trade-offs?
Research on this topic suggests that the relative weight given to
different components of a decision varies as a function of how
the choice is presented (Payne et al., 1992; Tversky, Sattath, &
Slovic, 1988). Moreover, there is evidence that people try to
avoid making trade-offs if possible. Montgomery (1983) and
Svenson (1992) have argued that people attempt to reframe de-
cisions so that they do not need to make trade-offs. What kinds
of trade-offs do people perceive as difficult? Goldstein and Beat-
tie (1991) suggested that trade-offs are difficult when one must
compare attributes that one perceives are similar in relative im-
portance.

Again, there are interesting empirical questions examining
whether the use of a compensatory decision rule is a necessary
component of a good decision. Are good outcomes more likely
when people explicitly made trade-offs in the decision-making
process? Do compensatory rules tend to lead to more desirable
outcomes than noncompensatory ones? Payne, Bettman, and
Johnson (1988) provided an analysis of the conditions under
which compensatory strategies are preferred to noncompensa-
tory ones. They found that people's selection of a decision strat-
egy was sensitive to the costs and benefits of different strategies.

Relation to Previous Research

The framework we have described suggests a way of concep-
tualizing a good decision that is different from the traditional,
utility theory approach. Moreover, our approach provides a way
to organize a variety of empirical findings in decision making
and suggests some unexamined empirical questions. This ap-
proach has much in common with that of Janis and Mann
(1977) and is also consistent with much recent work in decision
analysis. In this section, we discuss these connections.

Relation to Janis and Mann

Janis and Mann (1977) described features of "vigilant" pro-
cessing, which they proposed as an ideal decision-making pro-
cess. Vigilant processing includes many of the features of the
process we have described, particularly those involved in thor-
ough structuring. Like Janis and Mann, we believe that a crite-
rion by which to evaluate the quality of decision making should
consist of a description of the processes by which decisions
should be made. This is in contrast to the traditional approach,
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which uses an axiomatic model as a standard. Also, Janis and
Mann's approach is based on the premise that the ultimate jus-
tification for a standard of good decision making is empirical.
That is, they proposed that the process model described will
tend to lead to desirable outcomes, but they viewed this as an
empirical question. Similarly, in our view the ultimate justifi-
cation of a standard of decision making is empirical. This is in
contrast to the SEU approach, which is based on the premise
that the justification of a normative model is logical or mathe-
matical.

We have argued that the justification of a particular set of
processes as a standard must come from a demonstration that
those processes tend to be associated with desirable outcomes
in the real world. Like Janis and Mann, we recognize that there
are serious difficulties with attempting to relate the decision-
making process to the quality of outcomes. It is very difficult to
evaluate the quality of a decision's outcome. Most decisions
have desirable and undesirable consequences. Furthermore,
there are methodological problems involved in attempting to
determine the processes involved in real-life decisions, particu-
larly with respect to the validity of subjects' self-reports about
how they approached the decision.

In spite of these difficulties, some research suggests that it is
feasible to examine the relationship between the decision-mak-
ing process and the desirability of outcomes. Herek, Janis, and
Huth (1987) attempted to investigate empirically whether de-
sirable outcomes were associated with the use of the processes
outlined in Janis and Mann (1977) by examining presidential
decision making in international crises. Experts rated both the
quality of the decision-making process and the quality of the
outcome and found a strong relationship between the two mea-
sures. Larrick, Nisbett, and Morgan (1993) found a relationship
between the use of certain normative decision principles (e.g.,
the sunk cost principle) and the quality of outcomes. They used
objective measures such as salary (for faculty) and grade point
average (for students) to define the quality of outcomes. The
work by Jones and Frisch (1993) described earlier used subjects'
self-reports about the decision-making process and the quality
of the outcomes of decisions.

Thus, there are a variety of ways researchers can operation-
ally define a good outcome. Independent coders might be used
to assess the quality of the outcomes. Objective measures such
as grade point average or salary might be used as part of the
definition of good outcomes. Subjects' subjective assessments of
the desirability of outcomes represent another way of defining a
good outcome. Our intention is not to defend any particular
method but to stress the importance of examining the relation-
ship between the decision-making process and the quality of
outcomes.

Relation to SEU and Decision Analysis

As we stated earlier, the view we have presented is not incom-
patible with SEU theory. Rather, our view emphasizes the deci-
sion-making process, whereas SEU theory focuses on the con-
sistency of choices. In this section, we describe the relationship
and the crucial differences between the components of the
framework we have described and SEU theory.

The idea of consequentialism is implicit in SEU theory. SEU

theory assumes that people base decisions on the expected con-
sequences of different actions. Our approach makes the conse-
quentialist assumption explicit and leads to two basic empirical
questions that mainstream behavioral decision theory has
largely ignored. First, under what conditions do people base de-
cisions on consequentialist reasons as opposed to other types of
reasons? Second, are consequentialist decision strategies more
strongly associated with good outcomes than nonconsequen-
tialist strategies?

The idea of thorough structuring deals with an aspect of the
decision-making process that is not directly addressed in SEU
theory, which prescribes how one should choose among options
given one's beliefs and values. It does not prescribe which op-
tions one should consider or the consequences that should
matter. SEU theory indirectly specifies that certain factors
should not influence the desirability of consequences because
the axioms place constraints on the pattern of preferences that
are coherent. For example, the axioms of SEU imply that the
desirability of a consequence should be independent of the de-
scription (frame) of the decision situation. Although SEU the-
ory does not specify what should influence decisions (Dawes,
1988), the underlying axioms do imply that the structuring pro-
cess can be divided into values, on one hand, and beliefs about
uncertainty, on the other. Our framework focuses on the ques-
tion of how people structure decisions and which aspects of
structuring are most strongly associated with the quality of the
outcome.

Our claim that decisions should be based on a compensatory
decision rule is consistent with but weaker than SEU. SEU pre-
scribes a particular compensatory decision rule—mathemati-
cal expectation of utility—whereas other axiom-based theories
lead to alternative specific decision rules. Our approach focuses
on the question of whether any compensatory decision rule is
used and whether the rule used is related to the quality of the
outcome.

Although nothing in our approach directly contradicts SEU
theory and the two perspectives overlap substantially, there are
also several important differences. Utility theory was developed
at a time when psychological research was grounded in behav-
iorism. Indeed, much of the appeal of SEU to psychologists
stemmed from the fact that it allowed researchers to develop
rich theory based solely on observed choices. Although psychol-
ogists no longer explicitly endorse behaviorism, behaviorist as-
sumptions still are implicit in typical empirical research on de-
cision making. In particular, although the cognitive revolution
in psychology (Hintzman, 1993) has had a tremendous impact
on descriptive decision research, it has had no effect on the over-
all structure of normative theories. It is true that empirical
findings have led many researchers to question the validity of
the axioms and to develop generalized utility theories on the
basis of weaker axiom systems. However, generalized utility the-
ories remain axiomatic in nature; our thesis is that behavioral
research can benefit from a normative standard that is based
more on realistic cognitive processes than on axiomatic sys-
tems.

Traditionally, normative models of decision making are justi-
fied by means of logical or mathematical arguments. In con-
trast, our central thesis is that the justification of a standard
of good decision making must rely on empirical findings that
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identify the aspects of the decision-making process that tend to
lead to desirable outcomes. We have described several compo-
nents of the decision-making process that are plausible candi-
dates for a standard of good decision making, and it is ulti-
mately an empirical question whether these components actu-
ally are associated with desirable outcomes. Thus, our way of
denning and evaluating a standard of decision making is very
different from the typical approach.

Our approach also focuses attention on different types of em-
pirical questions. Instead of asking whether people's choices are
consistent with a formal model, our approach focuses on the
processes involved in decision making. Some of the questions
raised by our approach have already been addressed by re-
searchers in the field. Thus, although not all of the issues we
have raised are entirely new, we believe that it is useful to pro-
vide a comprehensive framework for generating and synthesiz-
ing empirical research examining the decision-making process.

Finally, from our perspective, although SEU theory is not an
appropriate standard for behavioral decision researchers to use
in evaluating the quality of decisions, it can be viewed as a useful
tool for improving decision making in certain situations. SEU
appropriately focuses a decision maker's attention on conse-
quences, explicitly identifies the important distinction between
beliefs and values, provides guidance (within the constraints of
the model) on probability and utility assessment, and provides
a compensatory decision rule. Our objective in using SEU
would be to help people make decisions that balance the desir-
ability and likelihood of consequences instead of the narrower
objective of ensuring that the decision maker conforms to a set
of behavioral axioms. In fact, this prescriptive orientation
clearly opens the door for much more in the way of decision-
making advice than can be gleaned from the axioms of expected
utility or other similar axiom-based models. It is no surprise
that decision analysts rely heavily on techniques that fall to
some extent beyond the limits of SEU—notably structuring
and sensitivity analysis—to help their clients make improved
decisions. Moreover, our approach indicates the importance of
empirical research to test the validity (i.e., the tendency to lead
to more preferred outcomes) of such decision-analysis tech-
niques.

Conclusions

In reviewing and assessing the behavioral decision-making lit-
erature, we have concluded that utility theory is not the right
type of model for researchers interested in either describing how
people make decisions or evaluating the quality of people's de-
cisions. Thus, in this article, we have suggested that psychologi-
cal research on decision making can usefully be organized
around a model that describes a good decision-making process.

We have outlined three criteria that are plausible candidates
for components of a decision-making process that will tend to
lead to good outcomes by balancing the desirability and likeli-
hood of possible outcomes. We propose that this balance can be
achieved if (a) decisions are based on the possible consequences
of actions, (b) assessments of the likelihood and desirability of
consequences are accurate, and (c) decisions are based on trade-
offs among these factors. Although these criteria are quite plau-
sible, we are proposing that empirical research will determine

whether they are appropriate components for a standard of
good decision making, a claim that research to date appears to
support. Still, many questions remain unexplored.

Although we have argued that SEU theory is an inappropriate
standard by which to evaluate the quality of decisions, we have
maintained the premise that empirical research is usefully or-
ganized around a standard of good decision making. Our ap-
proach offers the potential for richer descriptive models of deci-
sion making and for useful prescriptive advice for improving
decisions.
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